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1
REGISTRATION AND NAVIGATION USING A
THREE-DIMENSIONAL TRACKING SENSOR

BACKGROUND

The present invention relates generally to the fields of
registration and navigation of objects, and more particularly
to registration and navigation using a three-dimensional
tracking sensor.

Three-dimensional tracking sensors (“3D tracking sen-
sors”) enable tracking of the position and orientation (i.e.,
pose) of a moving object. For example, the KINECT 3D
tracking sensor for WINDOWS employs a camera and infra-
red depth sensor to enable skeletal and facial tracking 3D
tracking sensors have been implemented, for example, in the
gaming industry (e.g., the KINECT tracking sensor for the
XBOX 360 gaming system) to allow users to interact with a
computer or other device without physically touching the
device.

Another example of a 3D tracking sensor is the 3D tracking
sensor developed by Leap Motion, Inc. (San Francisco,
Calif.). The device developed by Leap Motion, Inc. is capable
oftracking objects located in a 3D “interaction space’ around
the device. By moving objects (e.g., a hand) within the inter-
action space, a user can interact with and control software
communicably linked to the device. For example, a user
might connect the device to a laptop computer, and without
physically touching a mouse or laptop screen, click and scroll
by performing gestures in 3D space.

Another example of a 3D tracking sensor is disclosed in
U.S. Patent Publication No. 2010/0110165, which is hereby
incorporated by reference in its entirety. U.S. Patent Publica-
tion No. 2010/0110165 discloses systems and methods for
obtaining and calculating three-dimensional information
related to one or more target objects.

SUMMARY

One embodiment of the invention relates to a surgical
system. The surgical system includes a 3D tracking sensor
coupled to a portable surgical element and a trackable ele-
ment fixed to an object. The surgical system further includes
a surgical controller to determine a pose of the trackable
element based at least in part on information provided by the
3D tracking sensor and register the object to a three-dimen-
sional representation of the object.

Another embodiment of the invention relates to a method
for registration using a 3D tracking sensor. The method
includes tracking a trackable element using a 3D tracking
sensor, wherein the 3D tracking sensor is coupled to a por-
table surgical element and the trackable element is fixed to an
object; determining a pose of the trackable element based the
information provided by the 3D tracking sensor; and regis-
tering the object to a three-dimensional representation of the
object.

Alternative exemplary embodiments relate to other fea-
tures and combinations of features as may be generally
recited in the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure will become more fully understood from
the following detailed description, taken in conjunction with
the accompanying figures, wherein like reference numerals
refer to like elements, in which:

FIG.11s a block diagram ofa surgical controller, according
to an exemplary embodiment.
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FIG. 2 is a surgical system using a 3D tracking sensor for
registration, according to an exemplary embodiment.

FIG. 3 is a surgical system using a 3D tracking sensor for
registration, according to an additional exemplary embodi-
ment.

FIG. 4 is a surgical system using a 3D tracking sensor for
navigation, according to an exemplary embodiment.

FIG. 5 is a surgical system using a 3D tracking sensor for
navigation, according to another exemplary embodiment.

FIG. 6 is a surgical system using multiple 3D tracking
sensors for navigation, according to an exemplary embodi-
ment.

DETAILED DESCRIPTION

Before turning to the figures, which illustrate the exem-
plary embodiments in detail, it should be understood that the
application is not limited to the details or methodology set
forth in the description or illustrated in the figures. It should
also be understood that the terminology is for the purpose of
description only and should not be regarded as limiting.

The exemplary embodiments described herein relate to
surgical applications using a 3D tracking sensor, such as the
device developed by Leap Motion, Inc. (described above),
capable of tracking the pose of an object relative to the 3D
tracking sensor. Two exemplary applications utilizing a 3D
tracking sensor are registration and navigation during a sur-
gical procedure. According to one embodiment, the 3D track-
ing sensor is used to register an object, such as a portion of a
patient’s anatomy, to a three-dimensional representation of
the patient’s anatomy created prior to the surgical procedure.
In another embodiment, the 3D tracking sensor is used to
facilitate tracking of objects (e.g., the patient, surgical tools)
during a surgical procedure.

Referring to FIG. 1, a surgical controller 10 can be utilized
to implement the various functions (e.g., calculations, control
mechanisms, processes) described herein. Surgical controller
10 includes a processing circuit 12 having a processor 14 and
memory 16. Processor 14 can be implemented as a general
purpose processor, an application specific integrated circuit
(ASIC), one or more field programmable gate arrays (FP-
GAs), a group of processing components, or other suitable
electronic processing components. Memory 16 (e.g.,
memory, memory unit, storage device, etc.) is one or more
devices (e.g., RAM, ROM, Flash-memory, hard disk storage,
etc.) for storing data and/or computer code for completing or
facilitating the various processes described in the present
application. Memory 16 may be or include volatile memory
or non-volatile memory. Memory 16 may include database
components, object code components, script components, or
any other type of information structure for supporting the
various activities described in the present application.
According to an exemplary embodiment, memory 16 is com-
municably connected to processor 14 and includes computer
code for executing one or more processes described herein.
The memory 16 may contain a variety of modules, each
capable of storing data and/or computer code related to spe-
cific types of functions. In one embodiment, memory 16
contains several modules related to surgical procedures, such
as a planning module 24, a navigation module 26, a registra-
tion module 28, and a robotic control module 30.

It should be understood that the surgical controller 10 need
not be contained in a single housing. Rather, components of
the surgical controller 10 may be located in various locations
of the surgical system 100 depicted in FIG. 2, or even in a
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remote location. Components of surgical controller 10 may
be located, for example, in a 3D tracking sensor 36 or in a
haptic device 32.

The present disclosure contemplates methods, systems and
program products on any machine-readable media foraccom-
plishing various operations. The machine-readable media
may be part of or may interface with the surgical controller
10. The embodiments of the present disclosure may be imple-
mented using existing computer processors, or by a special
purpose computer processor for an appropriate system, incor-
porated for this or another purpose, or by a hardwired system.
Embodiments within the scope of the present disclosure
include program products comprising machine-readable
media for carrying or having machine-executable instruc-
tions or data structures stored thereon. Such machine-read-
able media can be any available media that can be accessed by
a general purpose or special purpose computer or other
machine with a processor. By way of example, such machine-
readable media can compriss RAM, ROM, EPROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, other magnetic storage devices, solid state stor-
age devices, or any other medium which can be used to carry
or store desired program code in the form of machine-execut-
able instructions or data structures and which can be accessed
by a general purpose or special purpose computer or other
machine with a processor. When information is transferred or
provided over a network or another communications connec-
tion (either hardwired, wireless, or a combination of hard-
wired or wireless) to a machine, the machine properly views
the connection as a machine-readable medium. Thus, any
such connection is properly termed a machine-readable
medium. Combinations of the above are also included within
the scope of machine-readable media. Machine-executable
instructions include, for example, instructions and data which
cause a general purpose computer, special purpose computer,
or special purpose processing machines to perform a certain
function or group of functions.

Referring again to FI1G. 1, the surgical controller 10 further
includes a communication interface 18. The communication
interface 18 can be or include wired or wireless interfaces
(e.g., jacks, antennas, transmitters, receivers, transceivers,
wire terminals, etc.) for conducting data communications
with external sources via a direct connection or a network
connection (e.g., an Internet connection, a LAN, WAN, or
WLAN connection, etc.). For example, communication inter-
face 18 can include an Ethernet card and port for sending and
receiving data via an Ethernet-based communications link or
network. In another example, communication interface 18
can include a WiFi transceiver for communication via a wire-
less communications network. Thus, if the surgical controller
10 is physically separate from other components of the sur-
gical system 100 shown in FIG. 2, such as the 3D tracking
sensor 36 and the haptic device 32, the communication inter-
face 18 can enable wireless communications between the
surgical controller 10 and these separate components.

Prior to a surgical procedure, pre-operative image data 20
of any form (e.g., two-dimensional images, a three-dimen-
sional model) may be transmitted to the surgical controller 10
via the communication interface 18. The pre-operative image
data 20 can then be utilized during the development of a
surgical plan. To obtain the pre-operative image data 20, a
patient may be scanned using any known imaging technique,
such as CT, MRI, or ultrasound. The scan data is then seg-
mented (either by the surgical controller 10 or by another
processor) to obtain a three-dimensional representation of a
portion of the patient’s anatomy. For example, prior to a
surgical procedure on the knee, three-dimensional represen-
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tations of the patient’s femur and tibia are created. In another
embodiment, a three-dimensional representation may be
obtained by selecting a three-dimensional model from a data-
base or library of bone models. The selected bone model(s)
from the database can then be deformed based on specific
patient characteristics to obtain a three-dimensional represen-
tation of a portion of the patient’s anatomy.

The planning module 24, located in memory 16 of the
surgical controller 10, can store the instructions necessary to
process the incoming pre-operative image data 20 and to
utilize the image data 20 during surgical planning Once the
three-dimensional representation of a portion of the patient’s
anatomy has been created, a surgeon can develop a surgical
plan based on the three-dimensional representation. The sur-
gical plan can include the desired modifications to bone (e.g.,
holes, cuts) to be created during the surgical procedure, and
can further include the desired placement for any components
to be implanted during the surgical procedure. As one
example, prior to a surgical procedure to replace one or more
articular surfaces of the knee with an implant, a surgical plan
might be created to model the planned bone removal and
placement of the implant.

The surgical plan may further include haptic objects. Dur-
ing a surgical procedure, the haptic objects interact with a
surgical tool 34 coupled to a haptic device 32 (FIG. 2) to
control movement of the surgical tool 34, as described in U.S.
Pat. No. 8,010,180, titled “Haptic Guidance System and
Method,” granted Aug. 30, 2011, and hereby incorporated by
reference herein in its entirety. In various embodiments, a
haptic object may represent a desired trajectory of the surgical
tool 34, a desired modification to the bone (e.g., the bounds of
a hole or cut), or a three-dimensional portion of bone to be
removed by the surgical tool 34. The haptic device 32 is used
in an interactive manner by a surgeon, and the haptic objects
control (e.g., guide or constrain) movement of the surgical
tool 34 to assist the surgeon during the surgical procedure.
The robotic control module 10 (FIG. 1) within the surgical
controller 10 can store the instructions necessary to haptically
control the surgical tool 34.

Prior to utilizing the haptic device 32 during a surgical
procedure, the patient’s anatomy must be registered to the
three-dimensional representation of the patient’s anatomy.
Registration processes involve correlating the coordinate sys-
tem of the patient’s actual anatomy (in physical space) to the
coordinate system of the three-dimensional representation of
the patient’s anatomy (in virtual space). Once registered to
the virtual representation, the pose of the patient’s anatomy
can be tracked in real-time during the surgical procedure, as
described further below. Tracking the patient’s anatomy, as
well as the location of surgical tool 34, is necessary to enable
haptic control of the surgical tool 34 (and thus implementa-
tion of the surgical plan).

During certain methods of registration, such as the point-
based registration method described in U.S. Pat. No. 8,010,
180, the portion of the patient’s anatomy to be registered is
tracked by a navigation system during the registration pro-
cess. For example, during registration of a bone, a navigation
system tracks a trackable element fixed to the bone. Naviga-
tion systems typically include a camera that is fixed relative to
the coordinate system of the operating room. In these navi-
gation methods, the fixed camera detects the trackable ele-
ment fixed to the movable object to be tracked (e.g., bone).
Once the object has been registered, the pose of the object can
be calculated based on the trackable element’s position,
unique geometry, and known geometric relationship to the
tracked object.
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According to the methods of registration shown in FIGS. 2
and 3, registration of an object is accomplished using a 3D
tracking sensor 36. In contrast to other methods of registra-
tion, the methods described herein do not require utilization
of a navigation system having a camera fixed relative to the
operating room to track the object to be registered. Rather, the
3D tracking sensor 36 is coupled to a portable surgical ele-
ment. The portable surgical element can be any surgical ele-
ment or object that is or can be repositioned during a surgical
procedure without affecting the ability of the 3D tracking
sensor to perform its intended functions. Examples of por-
table surgical elements include a registration probe, a surgical
tool, a haptic device, or a portion of a patient’s anatomy (e.g.,
bone). Referring again to FIG. 1, the 3D tracking sensor 36 is
capable of communicating wirelessly with the surgical con-
troller 10, and can send 3D tracking sensor data 22 to the
surgical controller 10. The instructions to carry out the func-
tions related to tracking as described herein can be stored
within navigation module 26 of the surgical controller 10.
Similarly, the instructions to carry out the functions related to
registration of an object can be stored within registration
module 28 of the surgical controller 10.

Referring to FIG. 2, in one embodiment of registration
using 3D tracking sensor 36, the 3D tracking sensor 36 is
coupled to probe 38. Thus, the relationship between the coor-
dinate system of 3D tracking sensor 36 and the coordinate
system of probe 38 is known. A trackable element 40 is placed
on the object, such as a bone 44, to be registered. The track-
able element 40 can be an array having a recognizable shape
that conveys the orientation of the trackable element 40. The
probe 38 is then positioned on the bone 44 such that the
trackable element 40 is within the interaction space of the 3D
tracking sensor 36. The 3D tracking sensor 36 can therefore
“see” the trackable element 40, and the pose of the trackable
element 40 relative to the 3D tracking sensor 36 can be
calculated. Accordingly, the transformation between the
coordinate system of the probe 38 and the trackable element
40 can be calculated. In this manner, the surgical controller 10
is able to determine where the tip of registration probe 38 is
located relative to the trackable element 40.

Registration of bone 44 can then be accomplished by using
the tip of registration probe 38 to contact several points on the
bone 44. In one embodiment, the surgeon contacts the bone
44 with the probe 38 fifteen to twenty times. A point cloud is
created using the numerous points of contact. The point cloud
can then be aligned with the three-dimensional representation
of'bone 44, which was created preoperatively, to register the
bone 44 to the three-dimensional representation.

Referring to FIG. 3, in another embodiment of registration
using a 3D tracking sensor 36, the probe 38 is not used to
contact points on a bone 44. Instead, the 3D tracking sensor
36 is held such that the trackable element 40 and at least a
portion of the surface of bone 44 is within the interaction
space of the 3D tracking sensor 36. A point cloud comprising
numerous points on the bone 44 is then generated, without
having to use the probe 38 to physically contact the bone 44.
This point cloud is then aligned with the three-dimensional
representation of bone 44 to register the bone 44. An addi-
tional trackable element 42 and a portion of another bone 46
may also be within the interaction space, in which case bone
46 can be registered in the same manner as bone 44.

In the embodiment of FIG. 3, a CT scan may be used to
create the three-dimensional representation of the bone 44
and/or bone 46 if the 3D tracking device 36 is able to capture
enough exposed bone during registration. Alternatively, an
MRI could be used to create the three-dimensional represen-
tation. A three-dimensional representation showing soft tis-
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sue surrounding the bones 44, 46 may be useful if portions of
bone exposed to 3D tracking sensor 36 during registration are
covered by cartilage or other soft tissue.

Following registration of bone 44, an image of the bone 44
may be output to a display 48, such as a tablet device (FIG. 3)
or a standard computer monitor. If physically separate from
the display 48, the surgical controller 10 (FIG. 1) can com-
municate with the display 48 via the communication interface
18. In one embodiment, the display 48 shows a digitally
reconstructed radiograph (DRR) of the bone 44 from the
perspective of the 3D tracking sensor 36. In this embodiment,
the surgeon can manipulate 3D tracking sensor 36 around the
patient’s anatomy to view a DRR of the anatomy from vary-
ing perspectives.

Referring to FIG. 4, in an exemplary embodiment, the 3D
tracking sensor 36 is coupled to surgical tool 34 to determine
the pose of one or more trackable elements or other objects
during a surgical procedure. As in the embodiments of FIGS.
2 and 3, trackable elements 40, 42 are fixed to bones 44, 46,
respectively. In one embodiment, the surgical tool 34 is
coupled to a haptic device 32, as shown in FIG. 2. As a user
repositions the surgical tool 34 during a surgical procedure,
the trackable elements 40, 42 remain within the interaction
space of the 3D tracking sensor 36. The surgical controller 10
is able to determine the pose of one or more of the trackable
elements 40, 42 during the surgical procedure based at leastin
part on information received from the 3D tracking sensor 36.
The 3D tracking sensor therefore tracks the trackable ele-
ments 40, 42. Ifthe bones 44, 46 have already been registered,
the surgical system 100 also tracks the bones 44, 46 during the
surgical procedure (by continuously determining the pose of
the trackable elements 40, 42). Thus, during a surgical pro-
cedure, the 3D tracking sensor 36 coupled to the surgical tool
34 enables the surgical system 100 to track a variety of objects
(e.g., trackable elements, a portion of a patient’s anatomy).
Furthermore, unlike other navigation systems that require a
camera fixed relative to the operating room, the 3D tracking
sensor 36 can be freely repositioned without disrupting the
surgical system’s ability to track objects.

Referring to the exemplary embodiment shown in FIG. 5,
the 3D tracking sensor 36 is coupled to the portable haptic
device 32. The trackable elements 40, 42 are within the inter-
action space of the 3D tracking sensor 36. Because each of the
trackable elements are within the interaction space of 3D
tracking sensor 36, the pose of each of the tracked objects
relative to the sensor 36 can be determined by the surgical
controller 10. The 3D tracking sensor 36 can therefore be used
to determine the pose of bones 44, 46 and any other tracked
objects within the surgical system 100. During a surgical
procedure, the 3D tracking sensor 36 may be fixed relative to
the base of the haptic device 32 such that the coordinate
transformation between the base and the 3D tracking sensor
36 is known. The surgical controller 10 can then compute the
location of surgical tool 34 based on its position and/or ori-
entation relative to the base of the haptic device 32. The 3D
tracking sensor may be mounted to an arm (as shown in FI1G.
5) or directly to the haptic device 32. The arm may be adjust-
able so that a user can position the 3D tracking sensor to
ensure that any objects to be tracked are within the interaction
space of the 3D tracking sensor 36.

Referring to FIG. 6, in another exemplary embodiment, 3D
tracking sensors 36 are placed on the patient’s bones 44, 46,
and a trackable element 52 is fixed relative to the surgical tool
34. The pose of the trackable element 52, and therefore of the
surgical tool 34, can therefore be determined based at least in
part on information provided by one or more of the tracking
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sensors 36. Other objects may also be tracked using the 3D
tracking sensors 36 coupled to the patient’s anatomy.

The construction and arrangement of the systems and
methods as shown in the various exemplary embodiments are
illustrative only. Although only a few embodiments have been
described in detail in this disclosure, many modifications are
possible (e.g., variations in sizes, components, and structures
of the various elements, values of parameters, mounting
arrangements, use of materials, orientations, etc.). For
example, the position of elements may be reversed or other-
wise varied and the nature or number of discrete elements or
positions may be altered or varied. Accordingly, all such
modifications are intended to be included within the scope of
the present disclosure. The order or sequence of any process
or method steps may be varied or re-sequenced according to
alternative embodiments. Other substitutions, modifications,
changes, and omissions may be made in the design, operating
conditions and arrangement of the exemplary embodiments
without departing from the scope of the present disclosure.

Although a specific order of method steps may be
described, the order of the steps may differ from what is
described. Also, two or more steps may be performed con-
currently or with partial concurrence. Such variation will
depend on the software and hardware systems chosen and on
designer choice. All such variations are within the scope of
the disclosure. Likewise, software implementations could be
accomplished with standard programming techniques with
rule based logic and other logic to accomplish the various
connection steps, processing steps, comparison steps and
decision steps.

What is claimed is:

1. A surgical system, comprising:

a 3D tracking sensor coupled to a portable surgical ele-

ment;

a trackable element fixed to an object;

a surgical controller configured to:

determine a pose of the trackable element based at least
in part on information provided by the 3D tracking
sensor; and

register the object to a three-dimensional representation
of the object;

wherein the 3D tracking sensor is configured to obtain

three-dimensional information related to the trackable
element by capturing at least a first image and a second
image of the trackable element; and

wherein the surgical controller determines the pose of the

trackable element at least in part by comparing the
image intensities of the first and second images.

2. The surgical system of claim 1, wherein the 3D tracking
sensor is configured to communicate wirelessly with the sur-
gical controller.

3. The surgical system of claim 1, wherein the trackable
element is an array having a shape configured to convey an
orientation of the trackable element.

4. The surgical system of claim 1, wherein the surgical
controller is further configured to determine the pose of the
object during a surgical procedure based at least in part on
information provided by the 3D tracking sensor.

5. The surgical system of claim 1, further comprising a
haptic device, wherein the surgical controller is configured to
control the haptic device.

6. The surgical system of claim 1, wherein the portable
surgical element is a registration probe.
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7. The surgical system of claim 6, wherein the surgical
controller is configured to register the object using a point
cloud, wherein the point cloud includes a plurality of contact
points between the registration probe and the object.

8. The surgical system of claim 1, wherein the surgical
controller is configured to register the object using a point
cloud obtained from the 3D tracking sensor.

9. The surgical system of claim 1, further comprising a
display, wherein the surgical controller causes the display to
show an image of the object based on a pose of the 3D
tracking sensor relative to the object.

10. The surgical system of claim 1, wherein the portable
surgical element is a haptic device or a surgical tool.

11. The surgical system of claim 1, wherein the object is a
portion of a patient’s anatomy.

12. A method for registration using a 3D tracking sensor,
comprising:

tracking a trackable element using a 3D tracking sensor,

wherein the 3D tracking sensor is coupled to a portable
surgical element and the trackable element is fixed to an
object;

determining a pose of the trackable element based at least

in part on information provided by the 3D tracking sen-
sor;

wherein the 3D tracking sensor tracks the trackable ele-

ment by capturing at least a first image and a second
image of the trackable element;

wherein the pose of the trackable element is determined at

least in part by comparing the image intensities of the
first and second images; and

registering the objectto a three-dimensional representation

of the object.

13. The method of claim 12, wherein the 3D tracking
sensor is configured to communicate wirelessly with a surgi-
cal controller.

14. The method of claim 12, wherein the trackable element
is an array having a shape configured to convey an orientation
of the trackable element.

15. The method of claim 12, further comprising tracking
the object using the 3D tracking sensor during a surgical
procedure.

16. The method of claim 15, further comprising controlling
a haptic device to guide or constrain movement of a surgical
tool coupled to the haptic device.

17. The method of claim 12, wherein the portable surgical
element is a registration probe.

18. The method of claim 17, wherein the step of registering
the object includes contacting the registration probe to the
object to obtain a plurality of contact points.

19. The method of claim 12, wherein the step of registering
the object includes obtaining information related to the object
using the 3D tracking sensor.

20. The method of claim 12, further comprising:

manipulating the pose of the 3D tracking sensor relative to

the object to view a corresponding image of the object on
a display.

21. The method of claim 12, wherein the portable surgical
element is a haptic device or a surgical tool.

22. The method of claim 12, wherein the object is a portion
of a patient’s anatomy.
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